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Worldwide patterns of genetic variation are driven by human
demographic history. Here, we test whether this demographic
history has left similar signatures on phonemes—sound units that
distinguish meaning between words in languages—to those it has
left on genes. We analyze, jointly and in parallel, phoneme inven-
tories from 2,082 worldwide languages and microsatellite polymor-
phisms from 246 worldwide populations. On a global scale, both
genetic distance and phonemic distance between populations are
significantly correlated with geographic distance. Geographically
close language pairs share significantly more phonemes than distant
languagepairs,whether or not the languages are closely related. The
regional geographic axes of greatest phonemic differentiation corre-
spond to axes of genetic differentiation, suggesting that there is
a relationship between human dispersal and linguistic variation.
However, the geographic distribution of phoneme inventory sizes
does not follow the predictions of a serial founder effect during
human expansion out of Africa. Furthermore, although geographi-
cally isolated populations lose genetic diversity via genetic drift,
phonemes are not subject to drift in the same way: within a given
geographic radius, languages that are relatively isolated exhibit
more variance in number of phonemes than languages with many
neighbors. This finding suggests that relatively isolated languages
are more susceptible to phonemic change than languages with
many neighbors. Within a language family, phoneme evolution
alonggenetic, geographic, or cognate-based linguistic treespredicts
similar ancestral phoneme states to those predicted from ancient
sources. More genetic sampling could further elucidate the relative
roles of vertical and horizontal transmission in phoneme evolution.
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Both languages and genes experience descent with modifica-
tion, and both are affected by evolutionary processes such

as migration, population divergence, and drift. Thus, although
languages and genes are transmitted differently, combining lin-
guistic and genetic analyses is a natural approach to studying
human evolution (1, 2). Cavalli-Sforza et al. (3) juxtaposed a
genetic phylogeny with linguistic phyla proposed by Greenberg
(described in ref. 4) and observed qualitative concordance;
however, their comparison of linguistic and genetic variation was
not quantitative. A later analysis of genetic polymorphisms and
language boundaries suggested a causal role for language in
restricting gene flow in Europe (5). More recently, population-
level genetic data have been compared with patterns expected from
language family classifications (2, 6–12). Other studies addressed
whether the serial founder effect model from genetics—human
expansion from an origin in Africa, followed by serial con-
tractions in effective population size during the peopling of the
world (13, 14)—explains various linguistic patterns (15–19).
Past studies are generally asymmetrical in their approaches to

the comparison of genes and languages: some focus on genetic
analysis and use linguistics to interpret results, and others ana-
lyze linguistic data in light of genetic models. Our study directly

compares the signatures of human demographic history in
microsatellite polymorphisms from 246 worldwide populations
(20) and complete sets of phonemes (phoneme inventories) for
2,082 languages; these are the largest available datasets of both
genotyped populations and phonemes, the smallest units of
sound that can distinguish meaning between words. Languages
do not hold information about deep ancestry as genes do, and
phoneme evolution is complex: phonemes can be transmitted
vertically from parents to offspring or horizontally between
speakers of different languages, and phonemes can change over
time within a language (21–23). We compare the geographic and
historical patterns evident in phonemes and genes to determine
the traces of human history in each data type.
Phonemic data were compiled by M.R. (the Ruhlen database);

for 2,082 languages with complete phoneme inventories and
referenced sources in this database, we annotated each language
with geographic coordinates (Fig. 1A) and the number of speakers
reported (24). We also analyzed PHOIBLE (PHOnetics Infor-
mation Base and Lexicon) (25), a linguistic database with pho-
neme inventories for 968 languages. For 139 globally distributed
populations in the Ruhlen database (114 in PHOIBLE), we
matched each population’s genetic data to the phoneme inventory
of its native language (20), producing novel “phoneme–genome
datasets” that allow joint analysis of genes and languages.

Significance

Linguistic data are often combined with genetic data to frame
inferences about human population history. However, little is
known about whether human demographic history generates
patterns in linguistic data that are similar to those found in ge-
netic data at a global scale. Here, we analyze the largest avail-
able datasets of both phonemes and genotyped populations.
Similar axes of humangeographic differentiation can be inferred
from genetic data and phoneme inventories; however, geo-
graphic isolation does not necessarily lead to the loss of pho-
nemes. Our results show that migration within geographic
regions shapes phoneme evolution, although human expansion
out of Africa has not left a strong signature on phonemes.
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Evolved structure of language shows lineage-specific
trends in word-order universals
Michael Dunn1,2, Simon J. Greenhill3,4, Stephen C. Levinson1,2 & Russell D. Gray3

Languages vary widely but not without limit. The central goal of
linguistics is to describe the diversity of human languages and
explain the constraints on that diversity. Generative linguists fol-
lowing Chomsky have claimed that linguistic diversity must be
constrained by innate parameters that are set as a child learns a
language1,2. In contrast, other linguists following Greenberg have
claimed that there are statistical tendencies for co-occurrence of
traits reflecting universal systems biases3–5, rather than absolute
constraints or parametric variation. Here we use computational
phylogenetic methods to address the nature of constraints on
linguistic diversity in an evolutionary framework6. First, contrary
to the generative account of parameter setting, we show that the
evolution of only a few word-order features of languages are
strongly correlated. Second, contrary to the Greenbergian general-
izations, we show that most observed functional dependencies
between traits are lineage-specific rather than universal tendencies.
These findings support the view that—at least with respect to word
order—cultural evolution is the primary factor that determines
linguistic structure, with the current state of a linguistic system
shaping and constraining future states.

Human language is unique amongst animal communication sys-
tems not only for its structural complexity but also for its diversity at
every level of structure and meaning. There are about 7,000 extant
languages, some with just a dozen contrastive sounds, others with more
than 100, some with complex patterns of word formation, others with
simple words only, some with the verb at the beginning of the sentence,
some in the middle, and some at the end. Understanding this diversity
and the systematic constraints on it is the central goal of linguistics. The
generative approach to linguistic variation has held that linguistic
diversity can be explained by changes in parameter settings. Each of
these parameters controls a number of specific linguistic traits. For
example, the setting ‘heads first’ will cause a language both to place
verbs before objects (‘kick the ball’), and prepositions before nouns
(‘into the goal’)1,7. According to this account, language change occurs
when child learners simplify or regularize by choosing parameter set-
tings other than those of the parental generation. Across a few genera-
tions such changes might work through a population, effecting
language change across all the associated traits. Language change
should therefore be relatively fast, and the traits set by one parameter
must co-vary8.

In contrast, the statistical approach adopted by Greenbergian linguists
samples languages to find empirically co-occurring traits. These co-
occurring traits are expected to be statistical tendencies attributable to
universal cognitive or systems biases. Among the most robust of these
tendencies are the so-called ‘‘word-order universals’’3 linking the order
of elements in a clause. Dryer has tested these generalizations on a
worldwide sample of 625 languages and finds evidence for some of these
expected linkages between word orders9. According to Dryer’s reformu-
lation of the word-order universals, dominant verb–object ordering
correlates with prepositions, as well as relative clauses and genitives

after the noun, whereas dominant object–verb ordering predicts post-
positions, relative clauses and genitives before the noun4. One general
explanation for these observations is that languages tend to be consist-
ent (‘harmonic’) in their order of the most important element or ‘head’
of a phrase relative to its ‘complement’ or ‘modifier’3, and so if the verb
is first before its object, the adposition (here preposition) precedes the
noun, while if the verb is last after its object, the adposition follows the
noun (a ‘postposition’). Other functionally motivated explanations
emphasize consistent direction of branching within the syntactic struc-
ture of a sentence9 or information structure and processing efficiency5.

To demonstrate that these correlations reflect underlying cognitive
or systems biases, the languages must be sampled in a way that controls
for features linked only by direct inheritance from a common
ancestor10. However, efforts to obtain a statistically independent sample
of languages confront several practical problems. First, our knowledge
of language relationships is incomplete: specialists disagree about high-
level groupings of languages and many languages are only tentatively
assigned to language families. Second, a few large language families
contain the bulk of global linguistic variation, making sampling purely
from unrelated languages impractical. Some balance of related, unre-
lated and areally distributed languages has usually been aimed for in
practice11,12.

The approach we adopt here controls for shared inheritance by
examining correlation in the evolution of traits within well-established
family trees13. Drawing on the powerful methods developed in evolu-
tionary biology, we can then track correlated changes during the his-
torical processes of language evolution as languages split and diversify.
Large language families, a problem for the sampling method described
above, now become an essential resource, because they permit the
identification of coupling between character state changes over long time
periods. We selected four large language families for which quantitative
phylogenies are available: Austronesian (with about 1,268 languages14

and a time depth of about 5,200 years15), Indo-European (about 449
languages14, time depth of about 8,700 years16), Bantu (about 668 or
522 for Narrow Bantu17, time depth about 4,000 years18) and Uto-
Aztecan (about 61 languages19, time-depth about 5,000 years20).
Between them these language families encompass well over a third of
the world’s approximately 7,000 languages. We focused our analyses on
the ‘word-order universals’ because these are the most frequently cited
exemplary candidates for strongly correlated linguistic features, with
plausible motivations for interdependencies rooted in prominent formal
and functional theories of grammar.

To test the extent of functional dependencies between word-order
variables, we used a Bayesian phylogenetic method implemented in the
software BayesTraits21. For eight word-order features we compared
correlated and uncorrelated evolutionary models. Thus, for each pair
of features, we calculated the likelihood that the observed states of the
characters were the result of the two features evolving independently,
and compared this to the likelihood that the observed states were the
result of coupled evolutionary change. This likelihood calculation was
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Most languages of the world are taken to result from a combi-
nation of a vertical transmission process from older to younger 
generations of speakers or signers and (mostly) gradual 
changes that accumulate over time. In contrast, creole lan-
guages emerge within a few generations out of highly multi-
lingual societies in situations where no common first language 
is available for communication (as, for instance, in plantations 
related to the Atlantic slave trade). Strikingly, creoles share 
a number of linguistic features (the ‘creole profile’), which 
is at odds with the striking linguistic diversity displayed by 
non-creole languages1–4. These common features have been 
explained as reflecting a hardwired default state of the pos-
sible grammars that can be learned by humans1, as straight-
forward solutions to cope with the pressure for efficient and 
successful communication5 or as the byproduct of an impover-
ished transmission process6. Despite their differences, these 
proposals agree that creoles emerge from a very limited and 
basic communication system (a pidgin) that only later in time 
develops the characteristics of a natural language, potentially 
by innovating linguistic structure. Here we analyse 48 creole 
languages and 111 non-creole languages from all continents 
and conclude that the similarities (and differences) between 
creoles can be explained by genealogical and contact pro-
cesses7,8, as with non-creole languages, with the difference 
that creoles have more than one language in their ancestry. 
While a creole profile can be detected statistically, this stems 
from an over-representation of Western European and West 
African languages in their context of emergence. Our find-
ings call into question the existence of a pidgin stage in creole 
development and of creole-specific innovations. In general, 
given their extreme conditions of emergence, they lend sup-
port to the idea that language learning and transmission are 
remarkably resilient processes.

The past 50 years of research on the languages of the world 
have revealed an impressive breadth of linguistic structures.  
A host of new linguistic features—such as the labiodental flap  
or object–subject–verb basic word order—have been described 
and exceptions to many patterns previously thought to be uni-
versal have been found9. Concurrently, a better grasp of linguistic 
diversity has brought a more precise understanding of the dis-
tributions and diachronic development of the over 7,000 extant  
languages. Everything else being equal, some linguistic features 
(or associations between linguistic features) are considerably 
more frequent than others, such as the overwhelming preference 
for languages with verb–object order to possess prepositions10 or 
the bias towards certain sound–meaning associations as reflected 
in the vocabulary11.

In this scenario of broad linguistic diversity with salient statistical 
tendencies, language structures are not randomly distributed, but 
they form more or less coherent groups. The most important source 
of similarity between languages is sharing a common ancestor: for 
instance, Persian, English, Russian, Hindi and Albanian share some 
features because they all descend from a language that was spoken 
between 5,000 and 9,000 years ago. Additionally, areal contact usu-
ally leads to similarities, as is the case with the languages spoken 
in Mesoamerica and South East Asia. In addition to these histori-
cal and areal factors, otherwise unrelated languages may resemble 
each other due to shared pressures acting on them. For instance, 
languages with larger populations tend to have simpler morphology, 
presumably due to the larger number of non-native speakers12,13, 
and languages spoken in dry and cold areas are unlikely to develop 
or maintain tonal systems, which require a precise pitch production 
hindered by the effects of the environment on the larynx14,15.

In general, the coincidence of specific linguistic features with 
extra-linguistic factors (such as shared history or area, demography or 
ecology) has served as both an empirical test and a discovery proce-
dure for the forces that shape the distribution of language structures.

There is a peculiar set of languages scattered over all continents 
that originated under conditions which differ substantially from the 
regular processes of language transmission and learning: the creole 
languages. Normally, new generations acquire their first words and 
grammatical patterns at a young age from older generations, who 
acquired very similar words and grammars from the generations 
preceding them. In contrast, creole languages emerge within the 
course of a few generations—so that they may differ considerably 
from one generation to another—partially as a complex mixture of 
(potentially very diverse) languages, some of which may also have 
been learned natively at the same time. Crucially, a large number 
of studies have suggested that in parallel to these common socio-
cultural settings creole languages share structural properties as well.

Creole languages have emerged as the result of intense language 
contact situations, prototypically (but not exclusively) as the out-
come of multilingual and multiethnic plantation societies following 
European colonial expansion since the 16th century, when slaves or 
indentured labourers indigenous to Africa, Asia or the Pacific worked 
for European colonists. The ancestry of creole languages has multiple 
sources and is traditionally divided between lexifiers and substrates. 
The lexifiers are the languages that contributed the bulk of their 
words and they are usually colonial dialectal varieties of Western 
European languages, such as Portuguese, French and English. The 
substrate languages are those that were spoken by the slaves or 
labourers and carried over—often from Africa and the Pacific—to 
the new overseas settlements. However, the ancestry of creoles can be 
more diverse, with instances of Arabic and Malay acting as lexifiers, 

Grammars are robustly transmitted even during 
the emergence of creole languages
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To understand connected speech, listeners must construct a hierarchy  
of linguistic structures of different sizes, including syllables,  
words, phrases and sentences1–3. It remains puzzling how the brain 
simultaneously handles the distinct timescales of the different lin-
guistic structures, for example, from a few hundred milliseconds for 
syllables to a few seconds for sentences4–14. Previous studies have 
suggested that cortical activity is synchronized to acoustic features 
of speech, approximately at the syllabic rate, providing an initial 
timescale for speech processing15–19. But how the brain utilizes such 
syllabic-level phonological representations closely aligned with the 
physical input to build multiple levels of abstract linguistic structure,  
and represent these concurrently, is not known. We hypothesized 
that cortical dynamics emerge at all timescales required for the 
processing of different linguistic levels, including the timescales 
corresponding to larger linguistic structures such as phrases and 
sentences, and that the neural representation of each linguistic level 
corresponds to timescales matching the timescales of the respective 
linguistic level.

Although linguistic structure building can clearly benefit from 
prosodic20,21 or statistical cues22, it can also be achieved purely on 
the basis of the listeners’ grammatical knowledge. To experimentally  
isolate the neural representation of the internally constructed hier-
archical linguistic structure, we developed new speech materials 
in which the linguistic constituent structure was dissociated from 
prosodic or statistical cues. By manipulating the levels of linguistic 
abstraction, we found separable neural encoding of each different 
linguistic level.

RESULTS
Cortical tracking of phrasal and sentential structures
In the first set of experiments, we sought to determine the neural 
representation of hierarchical linguistic structure in the absence 
of prosodic cues. We constructed hierarchical linguistic structures  
using an isochronous, 4-Hz sequence of syllables that were inde-
pendently synthesized (Fig. 1a,b, Supplementary Fig. 1 and 
Supplementary Table 1). As a result of the acoustic independence 
between syllables (that is, no co-articulation), the linguistic constituent  
structure could only be extracted using lexical, syntactic and  
semantic knowledge, and not prosodic cues. The materials were first 
developed in Mandarin Chinese, in which syllables are relatively  
uniform in duration and are also the basic morphological unit 
(always morphemes and, in most cases, monosyllabic words). 
Cortical activity was recorded from native listeners of Mandarin 
Chinese using magnetoencephalography (MEG). Given that differ-
ent linguistic levels, that is, the monosyllabic morphemes, phrases 
and sentences, were presented at unique and constant rates, the 
hypothesized neural tracking of hierarchical linguistic structure 
was tagged at distinct frequencies.

The MEG response was analyzed in the frequency domain and 
we extracted response power in every frequency bin using an opti-
mal spatial filter (Online Methods). Consistent with our hypothesis,  
the response spectrum showed three peaks at the syllabic rate (P = 1.4 
× 10−5, paired one-sided t test, false discovery rate (FDR) corrected),  
phrasal rate (P = 1.6 × 10−4, paired one-sided t test, FDR corrected) 
and sentential rate (P = 9.6 × 10−7, paired one-sided t test, FDR  
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Cortical tracking of hierarchical linguistic structures  
in connected speech
Nai Ding1,2, Lucia Melloni3–5, Hang Zhang1,6–8, Xing Tian1,9,10 & David Poeppel1,11

The most critical attribute of human language is its unbounded combinatorial nature: smaller elements can be combined into 
larger structures on the basis of a grammatical system, resulting in a hierarchy of linguistic units, such as words, phrases and 
sentences. Mentally parsing and representing such structures, however, poses challenges for speech comprehension. In speech, 
hierarchical linguistic structures do not have boundaries that are clearly defined by acoustic cues and must therefore be internally 
and incrementally constructed during comprehension. We found that, during listening to connected speech, cortical activity of 
different timescales concurrently tracked the time course of abstract linguistic structures at different hierarchical levels, such as 
words, phrases and sentences. Notably, the neural tracking of hierarchical linguistic structures was dissociated from the encoding 
of acoustic cues and from the predictability of incoming words. Our results indicate that a hierarchy of neural processing 
timescales underlies grammar-based internal construction of hierarchical linguistic structure.
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Understanding how and why language subsystems differ in their
evolutionary dynamics is a fundamental question for historical and
comparative linguistics. One key dynamic is the rate of language
change. While it is commonly thought that the rapid rate of change
hampers the reconstruction of deep language relationships beyond
6,000–10,000 y, there are suggestions that grammatical structures
might retainmore signal over time than other subsystems, such as basic
vocabulary. In this study, we use a Dirichlet process mixture model to
infer the rates of change in lexical and grammatical data from 81 Aus-
tronesian languages. We show that, on average, most grammatical
features actually change faster than items of basic vocabulary. The
grammatical data show less schismogenesis, higher rates of homoplasy,
and more bursts of contact-induced change than the basic vocabulary
data. However, there is a core of grammatical and lexical features that
are highly stable. These findings suggest that different subsystems of
language have differing dynamics and that careful, nuanced models of
language change will be needed to extract deeper signal from the
noise of parallel evolution, areal readaptation, and contact.

language evolution | language dynamics | language phylogenies |
typology | linguistics

Understanding how and why language systems differ in their
evolutionary dynamics is a fundamental question for historical-

comparative linguistics. One key dynamic is the rate of change: Are
some subsystems of language more stable over time or less prone to
borrowing than others? Attempts to trace the deep history of lan-
guages, and the peoples who spoke them, are hampered by the rate
at which languages change. The orthodox view in historical lin-
guistics, based on reconciling linguistic reconstruction with archae-
ological inferences, is that after 6,000–10,000 y, the genealogical
signal becomes so weak, and so difficult to separate from chance
similarities and borrowings, that attempts to infer deeper linguistic
history will inevitably fail (1, 2). This limitation is unfortunate as it
hampers our ability to make inferences about language relation-
ships, and human prehistory, beyond this “time barrier.”
Grammatical structures are sometimes claimed to be a solution

to this time barrier problem. First, the abstract nature of the
grammatical features of language means they are comparable
between languages not known to be related, while comparison on
the basis of the lexicon relies upon substantial linguistic work to
identify sound correspondences and cognate items (3). Second,
grammatical structures are more tightly integrated than lexical or
phonological features (4–6). Tight systemic integration should
make these structures much more resistant to change than the
lexicon (5, 6). Third, while grammatical borrowing occurs, it is
thought to be harder to borrow a grammatical pattern than a
word, and grammatical borrowing should only happen when there
is sustained and intimate contact between languages (6, 7).
Following these arguments, some scholars have used grammat-

ical structures to trace deeper history. Nichols (8) describes some
striking structural similarities shared between languages around the
Pacific Rim from Australia and New Guinea to mainland South-
east Asia and into the Americas. If these similarities are due to
deep connections, then this signal must date back at least 15,000 if

not 50,000 y. A more recent set of studies analyzing the structure of
31 languages in Island Melanesia found results linking the non-
Austronesian languages in the region. If true, then this signal must
be a residue of language relationships dating back before the Austro-
nesian expansion into the region∼3,500 y ago (3, 4, 9). Given the great
disparity between the non-Austronesian languages, this signal could
date to more than 10,000 y (2). What might this signal be? As Nichols
(ref. 8, p. 208) says, “we can be quite confident that a group of stocks
systematically sharing a number of such features has some historical
identity as a group, although we cannot assume that the historical
connection is specifically genealogical.” Thus, for these grammatical
structures to be highly stable over time, they must combine the effects
of phylogenetic and areal inheritance. Genealogically stable features
must spread into incoming languages, either directly or indirectly,
through processes like reanalysis, reinterpretation, or grammaticali-
zation (10), and subsequently remain relatively genealogically stable
over time, leading to repeated readaptation of areal norms (11).
On the other hand, however, grammatical structures have a

number of drawbacks that could limit their ability to trace language
relationships. First, despite arguments that borrowing of grammat-
ical structures requires sustained intimate contact (6), there are
indications that at least some features readily diffuse between lan-
guages indirectly (7). Second, the abstract coding and limited design
space of these structures means that the risk of chance similarity is
much higher due to increased rates of convergence and parallel
evolution (12). For example, an important grammatical structure is
sentence word order, but there are only six possible ways of ordering
the subject, object, and verb. Third, unlike the lexicon, many
structural features are functionally linked such that a change in one
causes a change in another (13). All of these factors could overwrite
the historical information inherent in the evolved histories of these
data, and cause problems for deep reconstruction.

Significance

Do different aspects of language evolve in different ways?
Here, we infer the rates of change in lexical and grammatical
data from 81 languages of the Pacific. We show that, in gen-
eral, grammatical features tend to change faster and have
higher amounts of conflicting signal than basic vocabulary. We
suggest that subsystems of language show differing patterns
of dynamics and propose that modeling this rate variation may
allow us to extract more signal, and thus trace language his-
tory deeper than has been previously possible.
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a b s t r a c t

Language is not a purely cultural phenomenon somehow isolated from its wider envi-
ronment, and we may only understand its origins and evolution by seriously considering
its embedding in this environment as well as its multimodal nature. By environment here
we understand other aspects of culture (such as communication technology, attitudes
towards language contact, etc.), of the physical environment (ultraviolet light incidence, air
humidity, etc.), and of the biological infrastructure for language and speech. We are spe-
cifically concerned in this paper with the latter, in the form of the biases, constraints and
affordances that the anatomy and physiology of the vocal tract create on speech and
language. In a nutshell, our argument is that (a) there is an under-appreciated amount of
inter-individual variation in vocal tract (VT) anatomy and physiology, (b) variation that is
non-randomly distributed across populations, and that (c) results in systematic differences
in phonetics and phonology between languages. Relevant differences in VT anatomy
include the overall shape of the hard palate, the shape of the alveolar ridge, the rela-
tionship between the lower and upper jaw, to mention just a few, and our data offer a new
way to systematically explore such differences and their potential impact on speech. These
differences generate very small biases that nevertheless can be amplified by the repeated
use and transmission of language, affecting language diachrony and resulting in cross-
linguistic synchronic differences. Moreover, the same type of biases and processes might
have played an essential role in the emergence and evolution of language, and might allow
us a glimpse into the speech and language of extinct humans by, for example, recon-
structing the anatomy of parts of their vocal tract from the fossil record and extrapolating
the biases we find in present-day humans.

! 2016 Elsevier Ltd. All rights reserved.

1. Introduction

1There is no doubt that language is a cultural phenomenon continuously evolving2 (Dediu et al., 2013), a complex process
influenced by a multitude of factors, most internal to language itself (for example, morpho-syntactic changes driven by
reinterpretation (Bybee, 2001), phonetic by-products becoming important due to the erosion of other sounds, etc.; Campbell,

* Corresponding author. Language and Genetics Department, Max Planck Institute for Psycholinguistics, Wundtlaan 1, Nijmegen, The Netherlands.
E-mail address: Dan.Dediu@mpi.nl (D. Dediu).

1 Abbreviations: VT ¼ vocal tract.
2 There is an intriguing ambiguity in “language evolution” – is it cultural? is it biological? or is it both? – to which we return in Section 4.

Contents lists available at ScienceDirect

Language & Communication

journal homepage: www.elsevier .com/locate/ langcom

http://dx.doi.org/10.1016/j.langcom.2016.10.002
0271-5309/! 2016 Elsevier Ltd. All rights reserved.

Language & Communication xxx (2016) 1–12

Please cite this article in press as: Dediu, D., et al., Language is not isolated from its wider environment: Vocal tract influences on
the evolution of speech and language, Language & Communication (2016), http://dx.doi.org/10.1016/j.langcom.2016.10.002

158  VOLUME 19 | NUMBER 1 | JANUARY 2016 NATURE NEUROSCIENCE

A R T I C L E S

To understand connected speech, listeners must construct a hierarchy  
of linguistic structures of different sizes, including syllables,  
words, phrases and sentences1–3. It remains puzzling how the brain 
simultaneously handles the distinct timescales of the different lin-
guistic structures, for example, from a few hundred milliseconds for 
syllables to a few seconds for sentences4–14. Previous studies have 
suggested that cortical activity is synchronized to acoustic features 
of speech, approximately at the syllabic rate, providing an initial 
timescale for speech processing15–19. But how the brain utilizes such 
syllabic-level phonological representations closely aligned with the 
physical input to build multiple levels of abstract linguistic structure,  
and represent these concurrently, is not known. We hypothesized 
that cortical dynamics emerge at all timescales required for the 
processing of different linguistic levels, including the timescales 
corresponding to larger linguistic structures such as phrases and 
sentences, and that the neural representation of each linguistic level 
corresponds to timescales matching the timescales of the respective 
linguistic level.

Although linguistic structure building can clearly benefit from 
prosodic20,21 or statistical cues22, it can also be achieved purely on 
the basis of the listeners’ grammatical knowledge. To experimentally  
isolate the neural representation of the internally constructed hier-
archical linguistic structure, we developed new speech materials 
in which the linguistic constituent structure was dissociated from 
prosodic or statistical cues. By manipulating the levels of linguistic 
abstraction, we found separable neural encoding of each different 
linguistic level.

RESULTS
Cortical tracking of phrasal and sentential structures
In the first set of experiments, we sought to determine the neural 
representation of hierarchical linguistic structure in the absence 
of prosodic cues. We constructed hierarchical linguistic structures  
using an isochronous, 4-Hz sequence of syllables that were inde-
pendently synthesized (Fig. 1a,b, Supplementary Fig. 1 and 
Supplementary Table 1). As a result of the acoustic independence 
between syllables (that is, no co-articulation), the linguistic constituent  
structure could only be extracted using lexical, syntactic and  
semantic knowledge, and not prosodic cues. The materials were first 
developed in Mandarin Chinese, in which syllables are relatively  
uniform in duration and are also the basic morphological unit 
(always morphemes and, in most cases, monosyllabic words). 
Cortical activity was recorded from native listeners of Mandarin 
Chinese using magnetoencephalography (MEG). Given that differ-
ent linguistic levels, that is, the monosyllabic morphemes, phrases 
and sentences, were presented at unique and constant rates, the 
hypothesized neural tracking of hierarchical linguistic structure 
was tagged at distinct frequencies.

The MEG response was analyzed in the frequency domain and 
we extracted response power in every frequency bin using an opti-
mal spatial filter (Online Methods). Consistent with our hypothesis,  
the response spectrum showed three peaks at the syllabic rate (P = 1.4 
× 10−5, paired one-sided t test, false discovery rate (FDR) corrected),  
phrasal rate (P = 1.6 × 10−4, paired one-sided t test, FDR corrected) 
and sentential rate (P = 9.6 × 10−7, paired one-sided t test, FDR  
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Cortical tracking of hierarchical linguistic structures  
in connected speech
Nai Ding1,2, Lucia Melloni3–5, Hang Zhang1,6–8, Xing Tian1,9,10 & David Poeppel1,11

The most critical attribute of human language is its unbounded combinatorial nature: smaller elements can be combined into 
larger structures on the basis of a grammatical system, resulting in a hierarchy of linguistic units, such as words, phrases and 
sentences. Mentally parsing and representing such structures, however, poses challenges for speech comprehension. In speech, 
hierarchical linguistic structures do not have boundaries that are clearly defined by acoustic cues and must therefore be internally 
and incrementally constructed during comprehension. We found that, during listening to connected speech, cortical activity of 
different timescales concurrently tracked the time course of abstract linguistic structures at different hierarchical levels, such as 
words, phrases and sentences. Notably, the neural tracking of hierarchical linguistic structures was dissociated from the encoding 
of acoustic cues and from the predictability of incoming words. Our results indicate that a hierarchy of neural processing 
timescales underlies grammar-based internal construction of hierarchical linguistic structure.
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It is widely assumed that one of the fundamental properties of
spoken language is the arbitrary relation between sound and
meaning. Some exceptions in the form of nonarbitrary associa-
tions have been documented in linguistics, cognitive science, and
anthropology, but these studies only involved small subsets of the
6,000+ languages spoken in the world today. By analyzing word
lists covering nearly two-thirds of the world’s languages, we dem-
onstrate that a considerable proportion of 100 basic vocabulary
items carry strong associations with specific kinds of human
speech sounds, occurring persistently across continents and lin-
guistic lineages (linguistic families or isolates). Prominently among
these relations, we find property words (“small” and i, “full” and p
or b) and body part terms (“tongue” and l, “nose” and n). The areal
and historical distribution of these associations suggests that they
often emerge independently rather than being inherited or bor-
rowed. Our results therefore have important implications for the
language sciences, given that nonarbitrary associations have been
proposed to play a critical role in the emergence of cross-modal
mappings, the acquisition of language, and the evolution of our
species’ unique communication system.

linguistics | cognitive sciences | language evolution | iconicity |
sound symbolism

Although there is substantial debate in the language sciences
over how to best characterize the features of spoken lan-

guage, there is nonetheless a general consensus that the re-
lationship between sound and meaning is largely arbitrary (1–3).
Plenty of exceptions exist, however, within individual languages.
For instance, ideophones—a class of words found in many lan-
guages—convey a communicative function (or meaning) through
the depiction of sensory imagery (4). In the Mel language Kisi
Kisi (spoken in Sierra Leone), hábá means “(human) wobbly,
clumsy movement,” and hábá-hábá-hábá “(human) prolonged,
extreme wobbling”; here, repetition serves as a way to convey the
meaning of intensity. More generally, the resemblance between
certain aspects of the acoustic basis of speech and their referents,
“iconicity,” is the most researched and well-known case of non-
arbitrary associations between sound and meaning (5, 6). “Sys-
temacity,” in contrast, refers to (statistical) regularities that are
common to particular set of words, created by historical con-
tingencies and analogical processes (5). For example, word-ini-
tial gl- in English evokes the idea of a visual phenomenon (as in
glare, glance, glimmer) (7). At a larger scale, there is evidence that
the phonological properties of whole morphosyntactic classes of
words (like verbs and nouns) are distinct in several languages (8).
The evidence of recurring regularities in sound–meaning

mappings across multiple languages is considerably more mod-
est, despite its potential importance for fundamental questions
about language evolution and the role of basic perceptual biases
in cognition. For example, certain shape–sound associations—
known as the bouba-kiki effect (9–11)—are believed to rely on
the ability that humans [and perhaps also other primate species
(12)] have for associating stimuli across different modalities (13).

Other plausible sources of cross-linguistic associations include,
for instance, the relationship across many animal species be-
tween vocalization frequency and animal size (14), the mimicry
of referents via unconscious mouth gesturing (15), and the per-
sistence of vestiges of a conjectured early human language (16).
Experimental studies support the hypothesis that humans are

indeed sensitive to such associations. It has been demonstrated
several times that participants perform above chance when asked
to pair up words with opposite meanings (antonyms) in lan-
guages unknown to them (17), and that English speakers might
even be able to decide on the concreteness of words from lan-
guages to which they have not been exposed (18). However, this
evidence for nonarbitrary sound–meaning associations pertains
only to narrow pockets of the vocabulary, making it unclear
whether a more general pressure toward arbitrariness may
overpower such potential biases when considering a more se-
mantically diverse selection of the vocabulary (2, 19).
A further issue with current studies of nonarbitrariness in sound–

meaning correspondences is that, save for a single exception (20),
cross-linguistic corpus studies of nonarbitrary associations have
tended to rely on a small number of languages (maximally 200) and
focusing on small semantically restricted sets of words, ranging from
phonation-related organs (21) to South American animals (15), to
spatial orientation (demonstratives) (14, 22), repair initiators
(like huh? in English) (23), and the conceptualization of magni-
tude in Australian languages (24). These studies involve confir-
matory analyses, aiming to test specific hypotheses regarding
sound–meaning correspondences; as a consequence, they are
guided by a priori intuitions or indirectly by findings from other
disciplines. These limitations may help explain, at least in part,
why language scientists typically consider nonarbitrary associations
to be marginal phenomena that may only apply to small, strictly

Significance

The independence between sound andmeaning is believed to be a
crucial property of language: across languages, sequences of dif-
ferent sounds are used to express similar concepts (e.g., Russian
“ptitsa,” Swahili “ndege,” and Japanese “tori” all mean “bird”).
However, a careful statistical examination of words from nearly
two-thirds of the world’s languages reveals that unrelated lan-
guages very often use (or avoid) the same sounds for specific
referents. For instance, words for tongue tend to have l or u,
“round” often appears with r, and “small” with i. These striking
similarities call for a reexamination of the fundamental assumption
of the arbitrariness of the sign.
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Abstract
Do principles of language processing in the brain affect the way grammar evolves over time
or is language change just a matter of socio-historical contingency? While the balance of
evidence has been ambiguous and controversial, we identify here a neurophysiological
constraint on the processing of language that has a systematic effect on the evolution of
how noun phrases are marked by case (i.e. by such contrasts as between the English base
form she and the object form her). In neurophysiological experiments across diverse lan-
guages we found that during processing, participants initially interpret the first base-form
noun phrase they hear (e.g. she. . .) as an agent (which would fit a continuation like . . .

greeted him), even when the sentence later requires the interpretation of a patient role (as
in . . .was greeted). We show that this processing principle is also operative in Hindi, a lan-
guage where initial base-form noun phrases most commonly denote patients because
many agents receive a special case marker ("ergative") and are often left out in discourse.
This finding suggests that the principle is species-wide and independent of the structural
affordances of specific languages. As such, the principle favors the development and main-
tenance of case-marking systems that equate base-form cases with agents rather than with
patients. We confirm this evolutionary bias by statistical analyses of phylogenetic signals in
over 600 languages worldwide, controlling for confounding effects from language contact.
Our findings suggest that at least one core property of grammar systematically adapts in its
evolution to the neurophysiological conditions of the brain, independently of socio-historical
factors. This opens up new avenues for understanding how specific properties of grammar
have developed in tight interaction with the biological evolution of our species.
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approximately 2:1 were tested in a closed-
system Y-tube olfactometer (25) against un-
damaged wild-type Arabidopsis plants of the
same age. The predatory mites (Phytoseiulus
persimilis) highly significantly preferred the
volatiles emitted by CoxIV-FaNES1 plants to
those of wild-type plants (binomial test, P G
0.001; Fig. 3A). An infestation with spider
mites (T. urticae) that did not result in emis-
sion of (3S)-(E)-nerolidol and (E)-DMNT did
not make wild-type Arabidopsis attractive to
predatory mites, the natural enemies of the
spider mites (Fig. 3A).

Because CoxIV-FaNES1 plants emitted both
(E)-DMNT and (3S)-(E)-nerolidol, we assessed
which of the two volatiles attracts the preda-
tors. (E)-DMNT was previously shown to
attract P. persimilis (2, 31) (Fig. 3A). However,
CoxIV-FaNES1 plants that only emitted (3S)-
(E)-nerolidol and no (E)-DMNT were also
attractive to P. persimilis (Fig. 3A). We then
tested the attraction of P. persimilis to racemic
(E)-nerolidol and found that the predators were
significantly attracted. Although nerolidol is
often reported as a component in the volatile
blend induced by herbivory, to our knowledge,
attraction of P. persimilis or any other carniv-
orous arthropod to (3S)-(E)-nerolidol has not
been reported previously. Thus, the introduc-
tion of a mitochondrially targeted FaNES1 into
Arabidopsis resulted in the emission of two
terpenoids that both attract the predatory mite
P. persimilis. These signaling molecules, (E)-
DMNT and (3S)-(E)-nerolidol, are known to be
induced by P. persimilis_ prey in several plant
species (15, 17, 18), but not in wild-type
Arabidopsis (Fig. 2B).

Attraction of predators to CoxIV-FaNES1
plants was also tested, using plants in soil under
more natural conditions, in an octagon setup
(Fig. 3B). In this open setup, the odor spreads
through diffusion rather than by directing the
odor of enclosed plants through a closed
container with an air stream. In 10 independent
experiments, we found that the majority of the
predatory mites made their first visit to the
CoxIV-FaNES1 plants, which demonstrates a
clear preference (P G 0.001) for the undam-
aged transgenic plants that emit (E)-DMNT
and (3S)-(E)-nerolidol (Fig. 3B).

We have shown that genetic engineering of
Arabidopsis, resulting in plants that emit one
or two novel volatiles, provides a novel tool to
investigate the role of signaling compounds in
mediating tritrophic interactions. This is espe-
cially true for compounds that are not com-
mercially available and not easy to synthesize
in enantiomer-pure form, such as sesquiterpe-
noids Ee.g., (3S)-(E)-nerolidol^ and homoter-
penes Ee.g., (E)-DMNT .̂ The levels of the
sesquiterpene alcohol (3S)-(E)-nerolidol as well
as the homoterpene (E)-DMNT that were
emitted by the transgenic plants are the highest
reported so far, indicating that FPP is readily
available in the mitochondria for metabolic

engineering. Emission of these signaling chem-
icals from engineered plants demonstrated that
these volatiles influence bodyguard behavior in
vivo. Our results show that the transgenic
approach holds considerable promise for im-
proving crop protection through a transgenic ap-
proach (e.g., by exploiting herbivore-inducible
promoters coupled to genes responsible for
biosynthesis of signaling compounds), so that
crop plants can be generated that more ef-
fectively recruit biological control agents after
infestation with arthropod pests.
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Structural Phylogenetics and the
Reconstruction of Ancient

Language History
Michael Dunn,1* Angela Terrill,1,2 Ger Reesink,1,2

Robert A. Foley,3 Stephen C. Levinson1,2

The contribution of language history to the study of the early dispersals of
modern humans throughout the Old World has been limited by the shallow time
depth (about 8000 T 2000 years) of current linguistic methods. Here it is shown
that the application of biological cladistic methods, not to vocabulary (as has
been previously tried) but to language structure (sound systems and grammar),
may extend the time depths at which language data can be used. Themethod was
tested against well-understood families of Oceanic Austronesian languages, then
applied to the Papuan languages of Island Melanesia, a group of hitherto un-
relatable isolates. Papuan languages show an archipelago-based phylogenetic
signal that is consistent with the current geographical distribution of languages.
The most plausible hypothesis to explain this result is the divergence of the
Papuan languages from a common ancestral stock, as part of late Pleistocene
dispersals.

The linguistic comparative method used to
construct language family trees relies on rec-
ognizing Bcognate sets[: words in different

languages that are related in meaning and form
because they can be shown to have the same
ultimate source in an ancestor language. The
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approximately 2:1 were tested in a closed-
system Y-tube olfactometer (25) against un-
damaged wild-type Arabidopsis plants of the
same age. The predatory mites (Phytoseiulus
persimilis) highly significantly preferred the
volatiles emitted by CoxIV-FaNES1 plants to
those of wild-type plants (binomial test, P G
0.001; Fig. 3A). An infestation with spider
mites (T. urticae) that did not result in emis-
sion of (3S)-(E)-nerolidol and (E)-DMNT did
not make wild-type Arabidopsis attractive to
predatory mites, the natural enemies of the
spider mites (Fig. 3A).
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(Fig. 3B). In this open setup, the odor spreads
through diffusion rather than by directing the
odor of enclosed plants through a closed
container with an air stream. In 10 independent
experiments, we found that the majority of the
predatory mites made their first visit to the
CoxIV-FaNES1 plants, which demonstrates a
clear preference (P G 0.001) for the undam-
aged transgenic plants that emit (E)-DMNT
and (3S)-(E)-nerolidol (Fig. 3B).

We have shown that genetic engineering of
Arabidopsis, resulting in plants that emit one
or two novel volatiles, provides a novel tool to
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mediating tritrophic interactions. This is espe-
cially true for compounds that are not com-
mercially available and not easy to synthesize
in enantiomer-pure form, such as sesquiterpe-
noids Ee.g., (3S)-(E)-nerolidol^ and homoter-
penes Ee.g., (E)-DMNT .̂ The levels of the
sesquiterpene alcohol (3S)-(E)-nerolidol as well
as the homoterpene (E)-DMNT that were
emitted by the transgenic plants are the highest
reported so far, indicating that FPP is readily
available in the mitochondria for metabolic

engineering. Emission of these signaling chem-
icals from engineered plants demonstrated that
these volatiles influence bodyguard behavior in
vivo. Our results show that the transgenic
approach holds considerable promise for im-
proving crop protection through a transgenic ap-
proach (e.g., by exploiting herbivore-inducible
promoters coupled to genes responsible for
biosynthesis of signaling compounds), so that
crop plants can be generated that more ef-
fectively recruit biological control agents after
infestation with arthropod pests.
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10. P. W. Paré, J. H. Tumlinson, Nature 385, 30 (1997).
11. N. Dudareva, E. Pichersky, J. Gershenzon, Plant

Physiol. 135, 1893 (2004).
12. W. Boland, Z. Feng, J. Donath, A. Gäbler, Natur-
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Language Phylogenies Reveal
Expansion Pulses and Pauses in
Pacific Settlement
R. D. Gray,1 A. J. Drummond,2 S. J. Greenhill1

Debates about human prehistory often center on the role that population expansions play in
shaping biological and cultural diversity. Hypotheses on the origin of the Austronesian settlers of
the Pacific are divided between a recent “pulse-pause” expansion from Taiwan and an older
“slow-boat” diffusion from Wallacea. We used lexical data and Bayesian phylogenetic methods to
construct a phylogeny of 400 languages. In agreement with the pulse-pause scenario, the language
trees place the Austronesian origin in Taiwan approximately 5230 years ago and reveal a series
of settlement pauses and expansion pulses linked to technological and social innovations. These
results are robust to assumptions about the rooting and calibration of the trees and demonstrate
the combined power of linguistic scholarship, database technologies, and computational
phylogenetic methods for resolving questions about human prehistory.

Afundamental goal of the human sciences
is to understand the major factors that
have shaped the diversity of our species.

At one extreme, innovationist models argue that
advances in technology and social organization
have driven population expansions and shaped
the patterns of cultural and biological diversity
(1, 2). At the other extreme, diffusionist/wave
models (3) argue that innovations and population
expansions are not critically linked, and new tech-
nologies diffuse between societies. The settlement
of the Pacific ocean by Austronesian speakers
(hereafter we will use the term “Austronesian” to
refer to these people) is one of the most remark-
able prehistoric human expansions. The innova-
tionist “pulse-pause” scenario posits that the
Austronesians originated in Taiwan around 5500
years ago and spread through the Pacific in a se-
quence of expansion pulses and settlement
pauses (2, 4–6). According to this scenario, the
first pause occurred after the settlement of Taiwan
and was followed by a rapid expansion pulse as
the Austronesians spread over 7000 km from the
Philippines to Polynesia in less than 1200 years.
As the Austronesians spread through these re-
gions, they integrated with existing populations
and innovated new technologies, including the
Lapita cultural complex (5). The archaeological
evidence suggests the Austronesians reached the
previously uninhabited islands of the Reefs/Santa
Cruz around 3000 to 3200 years before the present
(B.P.) (7), New Caledonia, and Vanuatu around
3000 years B.P., and Tonga, Samoa and Fiji in
Western Polynesia in the period between 2900
to 3200 years B.P. (8, 9). This initial rapid pulse
was followed by a second pause in Western

Polynesia coinciding with the development of
pre-Polynesian society (6, 10), before a second ex-
pansion phase into Eastern Polynesia between
1200 and 1800 years B.P., settling Tahiti, the
Cook Islands, Tuamotu, Marquesas, Hawaii,
Rapanui, and New Zealand.

In contrast, proponents of the slow-boat sce-
nario argue that the Austronesians emerged from
an extensive sociocultural network of maritime
exchange in Wallacea (in the region of modern
day Sulawesi and the Moluccas) around 13,000
to 17,000 years B.P. based on the dating of mito-
chondrial lineages (11, 12). ThisWallacean slow-
boat scenario differs from an alternate slow-boat
model that, in agreement with the pulse-pause
scenario, postulates an East Asian/Taiwanese ori-
gin (13, 14). According to the Wallacean slow-
boat scenario, the spread of the Austronesians
was driven by the submerging of the Sunda shelf
at the end of the last ice age (15). These floods
triggered population expansions from the Aus-
tronesian homeland inWallacea in a two-pronged
expansion. One of these prongs moved north
through the Philippines and into Taiwan. The
second expansion prong spread east along the
New Guinea coast and into Oceania and Poly-
nesia (following the same route described for the
pulse-pause scenario). The pulse-pause and slow-
boat scenarios differ substantially in where they
locate the Austronesian homeland, in the expan-
sion sequence they postulate, and in the age and
timing of this expansion. Genetic studies of Pa-
cific settlement (13, 16–18) have been hampered
by problems in separating ancient from recent
admixture (19) and difficulties in precisely dating
the mitochondrial and Y chromosome haplo-
groups found in the Pacific (20, 21).

We used phylogenetic analyses of languages
to trace the history of human populations because
language is linked to other cultural traits (22),
contains large amounts of information (23), and

evolves at a rapid rate (24). Gray and Jordan’s
(25) previous parsimony analysis of Austrone-
sian lexical data found support for the expansion
sequence predicted by the pulse-pause scenario
but limitations of the data and methods used
meant that the predictions about the timing of
Pacific settlement could not be tested.

Lexical data. The Austronesian language
family is the one of the largest in the world, with
around 1200 languages spread from Taiwan to
New Zealand and Madagascar to Easter Island.
We have constructed a large database of Austro-
nesian basic vocabulary (23, 26), which stores
210 items of basic vocabulary from each lan-
guage, includingwords for animals, kinship terms,
simple verbs, colors, and numbers. Basic vocabu-
lary is both relatively stable over time and gener-
ally less likely to be borrowed between languages
(27). From this database, a team of linguists iden-
tified the sets of homologous words (“cognates”)
following the linguistic comparativemethod (28).
We extracted the cognate sets for 400 well-
attested languages for analysis. These languages
comprise a third of the entire family and include a
representative sample of each recognized Aus-
tronesian subgroup. We included two non-
Austronesian languages as outgroups to “root”
the trees: an archaic variant of the Sino-Tibetan
language Chinese that was spoken between 2300
and 2900 years B.P. and the Tai-Kadai language
Buyang (28). These languages are not tradition-
ally part of the Austronesian family, but a number
of cognates have been identified (29). The cog-
nate sets for all 210 meanings across these 400
languages were encoded into a binary matrix.
Identified “borrowings” between languages were
removed from further analyses. Simulation studies
have shown that the amount of undetected bor-
rowing needs to be very substantial (>20%) to
substantially bias either the tree topology or the
date estimates (30). The resultingmatrix contained
a total of 34,440 characters (twice the length of
whole mitochondrial genomes), and 6436 of
these characters were parsimony informative.

Language tree topology. To test the predic-
tions about the origin, sequence, and timing of
the Austronesian expansion, we constructed trees
using Bayesian phylogenetic methods under a
number of models of cognate evolution (28). The
best-performingmodel had a single parameter for
cognate gains and losses and modeled character-
specific rate variation using a covarion approach
where characters could switch between fast and
slow rates at different branches on the tree (31).

Early attempts to estimate Austronesian lan-
guage relationships using lexicostatistical meth-
ods (32) produced trees that were dramatically
different from those obtained by linguists using
the comparative method (33). In contrast, the
Bayesian phylogenetic trees (Fig. 1 and fig. S5)
we obtained from our basic vocabulary data were
congruent with the traditional subgroups identi-
fied by phonological andmorphological evidence,
such as the loss of the Proto-Oceanic uvular trill *R
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“slow-boat” diffusion from Wallacea. We used lexical data and Bayesian phylogenetic methods to
construct a phylogeny of 400 languages. In agreement with the pulse-pause scenario, the language
trees place the Austronesian origin in Taiwan approximately 5230 years ago and reveal a series
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have driven population expansions and shaped
the patterns of cultural and biological diversity
(1, 2). At the other extreme, diffusionist/wave
models (3) argue that innovations and population
expansions are not critically linked, and new tech-
nologies diffuse between societies. The settlement
of the Pacific ocean by Austronesian speakers
(hereafter we will use the term “Austronesian” to
refer to these people) is one of the most remark-
able prehistoric human expansions. The innova-
tionist “pulse-pause” scenario posits that the
Austronesians originated in Taiwan around 5500
years ago and spread through the Pacific in a se-
quence of expansion pulses and settlement
pauses (2, 4–6). According to this scenario, the
first pause occurred after the settlement of Taiwan
and was followed by a rapid expansion pulse as
the Austronesians spread over 7000 km from the
Philippines to Polynesia in less than 1200 years.
As the Austronesians spread through these re-
gions, they integrated with existing populations
and innovated new technologies, including the
Lapita cultural complex (5). The archaeological
evidence suggests the Austronesians reached the
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1200 and 1800 years B.P., settling Tahiti, the
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Rapanui, and New Zealand.

In contrast, proponents of the slow-boat sce-
nario argue that the Austronesians emerged from
an extensive sociocultural network of maritime
exchange in Wallacea (in the region of modern
day Sulawesi and the Moluccas) around 13,000
to 17,000 years B.P. based on the dating of mito-
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boat scenario differs from an alternate slow-boat
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tronesian homeland inWallacea in a two-pronged
expansion. One of these prongs moved north
through the Philippines and into Taiwan. The
second expansion prong spread east along the
New Guinea coast and into Oceania and Poly-
nesia (following the same route described for the
pulse-pause scenario). The pulse-pause and slow-
boat scenarios differ substantially in where they
locate the Austronesian homeland, in the expan-
sion sequence they postulate, and in the age and
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meant that the predictions about the timing of
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number of models of cognate evolution (28). The
best-performingmodel had a single parameter for
cognate gains and losses and modeled character-
specific rate variation using a covarion approach
where characters could switch between fast and
slow rates at different branches on the tree (31).

Early attempts to estimate Austronesian lan-
guage relationships using lexicostatistical meth-
ods (32) produced trees that were dramatically
different from those obtained by linguists using
the comparative method (33). In contrast, the
Bayesian phylogenetic trees (Fig. 1 and fig. S5)
we obtained from our basic vocabulary data were
congruent with the traditional subgroups identi-
fied by phonological andmorphological evidence,
such as the loss of the Proto-Oceanic uvular trill *R
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dated our prediction and indicate the importance
of circadian regulation of FKF1 expression for
day length–dependent CO protein stabilization.

The FKF1 photoperiod sensor uses multiple,
partially redundant switches to allow strong ac-
tivation in long days. As the Sun rises higher in
the sky each day when spring approaches, plants
can sense the increased intensity in the blue-light
range of the spectrum each afternoon through
multiple photoreceptors, including FKF1. The
complexity of this mechanism even in a temper-
ate species such as Arabidopsis suggests that it
has the flexibility to regulate successful repro-
duction in a wide range of environments.
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Kinship Categories Across
Languages Reflect General
Communicative Principles
Charles Kemp1* and Terry Regier2

Languages vary in their systems of kinship categories, but the scope of possible variation
appears to be constrained. Previous accounts of kin classification have often emphasized
constraints that are specific to the domain of kinship and are not derived from general principles.
Here, we propose an account that is founded on two domain-general principles: Good systems
of categories are simple, and they enable informative communication. We show computationally
that kin classification systems in the world’s languages achieve a near-optimal trade-off between
these two competing principles. We also show that our account explains several specific
constraints on kin classification proposed previously. Because the principles of simplicity and
informativeness are also relevant to other semantic domains, the trade-off between them may
provide a domain-general foundation for variation in category systems across languages.

Concepts and categories vary across cul-
tures but may nevertheless be shaped by
universal constraints (1–4). Cross-cultural

studies have proposed universal constraints that
help to explain how colors (5, 6), plants, animals
(7, 8), and spatial relations (9, 10) are organized
into categories. Kinship has traditionally been a
prominent domain for studies of this kind, and
researchers have described many constraints that
help to predict which of the many logically pos-
sible kin classification systems are encountered
in practice (11–15). Typically these constraints are
not derived from general principles, although it is
often suggested that they are consistent with cog-
nitive and functional considerations (2, 11–13, 15).
Here, we show that major aspects of kin clas-
sification follow directly from two general princi-
ples: Categories tend to be simple, whichminimizes

cognitive load, and to be informative, which
maximizes communicative efficiency. Principles
like these have been discussed in other contexts
by previous researchers (16–19). For example,
Zipf suggested that word-frequency distributions
achieve a trade-off between simplicity and com-
municative precision (20, 21), Hawkins (22) has
suggested that grammars are shaped by a trade-
off between simplicity and communicative effi-
ciency, and Rosch has suggested that category
systems “provide maximum information with the
least cognitive effort” [p. 190 of (23)].

Figure 1A shows a simple communication
game that helps to illustrate how kin classification
systems are shaped by the principles of simplicity
and informativeness. The speaker has a specific
relative in mind and utters the category label for
that relative. Upon hearing this category label, the
hearermust guesswhich relative the speaker had in
mind. The speaker and hearer communicate through
a shared system of categories that specifies a
category label for each relative. This system is sim-
ple to the extent that it can be concisely mentally
represented and therefore easily learned and remem-

bered (11). The system is informative to the extent
that it supports successful communication. The prin-
ciples of simplicity and informativeness trade off
against each other (20, 21, 23). A system with a
single category that includes all possible relatives
would be simple but uninformative because this
category does not help to pick out specific rel-
atives. A system with a different name for each
relative would be complex but highly informative
because it picks out individual relatives perfectly.

Understanding how simplicity and informa-
tiveness trade off in a particular domain requires
assumptions about the structure of that domain.
Analyses based on generic assumptions can be
productive (Fig. 1B), but in-depth analyses of spe-
cific domains will need to formalize simplicity and
informativeness in ways that are sensitive to the
structural properties of those domains. For exam-
ple, analyses of kin classification (Fig. 1A) should
reflect the fact that kinship categories are defined
over relatives embedded within a genealogical sys-
tem, and analyses of color classification (Fig. 1C)
should reflect the fact that colors are embedded with-
in a continuous perceptual space. In order to explore
whether kin classification systems are shaped by
the trade-off between simplicity and informativeness,
we formulate versions of these general constraints
that are appropriate for the domain of kinship.

The kin classification systems we consider in-
clude terms that refer to the kin types in Fig. 2A,
namely, grandparents, parents, aunts, uncles, sib-
lings, children, nieces, nephews, and grandchil-
dren. This is the largest set of kin types forwhichwe
have kin namingdata and forwhich our analyses are
computationally tractable. Previous studies that chart
the space of logically possible classification sys-
tems have focused on grandparents (24), siblings
(11), or uncles and aunts (13) in isolation, and the
classification systems that we consider are large by
comparison. The systems in Fig. 2A, however, do
not include cousins, which have played a prom-
inent role in previous taxonomies of kin classifica-
tion systems (2). The supplementary materials (25)
describe how our approach extends to systems in-
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dated our prediction and indicate the importance
of circadian regulation of FKF1 expression for
day length–dependent CO protein stabilization.

The FKF1 photoperiod sensor uses multiple,
partially redundant switches to allow strong ac-
tivation in long days. As the Sun rises higher in
the sky each day when spring approaches, plants
can sense the increased intensity in the blue-light
range of the spectrum each afternoon through
multiple photoreceptors, including FKF1. The
complexity of this mechanism even in a temper-
ate species such as Arabidopsis suggests that it
has the flexibility to regulate successful repro-
duction in a wide range of environments.
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Languages vary in their systems of kinship categories, but the scope of possible variation
appears to be constrained. Previous accounts of kin classification have often emphasized
constraints that are specific to the domain of kinship and are not derived from general principles.
Here, we propose an account that is founded on two domain-general principles: Good systems
of categories are simple, and they enable informative communication. We show computationally
that kin classification systems in the world’s languages achieve a near-optimal trade-off between
these two competing principles. We also show that our account explains several specific
constraints on kin classification proposed previously. Because the principles of simplicity and
informativeness are also relevant to other semantic domains, the trade-off between them may
provide a domain-general foundation for variation in category systems across languages.
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tures but may nevertheless be shaped by
universal constraints (1–4). Cross-cultural

studies have proposed universal constraints that
help to explain how colors (5, 6), plants, animals
(7, 8), and spatial relations (9, 10) are organized
into categories. Kinship has traditionally been a
prominent domain for studies of this kind, and
researchers have described many constraints that
help to predict which of the many logically pos-
sible kin classification systems are encountered
in practice (11–15). Typically these constraints are
not derived from general principles, although it is
often suggested that they are consistent with cog-
nitive and functional considerations (2, 11–13, 15).
Here, we show that major aspects of kin clas-
sification follow directly from two general princi-
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cognitive load, and to be informative, which
maximizes communicative efficiency. Principles
like these have been discussed in other contexts
by previous researchers (16–19). For example,
Zipf suggested that word-frequency distributions
achieve a trade-off between simplicity and com-
municative precision (20, 21), Hawkins (22) has
suggested that grammars are shaped by a trade-
off between simplicity and communicative effi-
ciency, and Rosch has suggested that category
systems “provide maximum information with the
least cognitive effort” [p. 190 of (23)].

Figure 1A shows a simple communication
game that helps to illustrate how kin classification
systems are shaped by the principles of simplicity
and informativeness. The speaker has a specific
relative in mind and utters the category label for
that relative. Upon hearing this category label, the
hearermust guesswhich relative the speaker had in
mind. The speaker and hearer communicate through
a shared system of categories that specifies a
category label for each relative. This system is sim-
ple to the extent that it can be concisely mentally
represented and therefore easily learned and remem-

bered (11). The system is informative to the extent
that it supports successful communication. The prin-
ciples of simplicity and informativeness trade off
against each other (20, 21, 23). A system with a
single category that includes all possible relatives
would be simple but uninformative because this
category does not help to pick out specific rel-
atives. A system with a different name for each
relative would be complex but highly informative
because it picks out individual relatives perfectly.

Understanding how simplicity and informa-
tiveness trade off in a particular domain requires
assumptions about the structure of that domain.
Analyses based on generic assumptions can be
productive (Fig. 1B), but in-depth analyses of spe-
cific domains will need to formalize simplicity and
informativeness in ways that are sensitive to the
structural properties of those domains. For exam-
ple, analyses of kin classification (Fig. 1A) should
reflect the fact that kinship categories are defined
over relatives embedded within a genealogical sys-
tem, and analyses of color classification (Fig. 1C)
should reflect the fact that colors are embedded with-
in a continuous perceptual space. In order to explore
whether kin classification systems are shaped by
the trade-off between simplicity and informativeness,
we formulate versions of these general constraints
that are appropriate for the domain of kinship.

The kin classification systems we consider in-
clude terms that refer to the kin types in Fig. 2A,
namely, grandparents, parents, aunts, uncles, sib-
lings, children, nieces, nephews, and grandchil-
dren. This is the largest set of kin types forwhichwe
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HUGE UNRESOLVED QUESTION:

How can language be acquired by children ?
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EXTREME INDIVIDUAL VARIATION
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WE NEED:

1. Data on as many diverse languages  

    and cultures as possible 

2. Data on as many children as possible  

    recorded in their natural context





SOLUTION: CITIZEN SCIENCE





BIG CITIZEN SCIENCE PROJECT 

IN A SMALL COMMUNITY
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BUT HOW TO GET 

REALLY BIG DATA ?



MECHANICAL TURK



CITIZEN SCIENCE PROJECTS

transcribe handwritten 
documents by Shakespeare’s 
contemporaries

Shakespeare’s World Project:



CITIZEN SCIENCE PROJECTS

an online platform to 
manually correct OCR errors 

Project SAC-KOKOS: 

Institute of Computational Linguistics



GAMIFICATION in the LANGUAGE SCIENCES 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